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Abstract As opportunities for international collaboration and cross-
cultural communication among people from heterogeneous cultures in-
crease, the importance of electronic communication support is increasing.
To support cross-cultural communication, we believe it is necessary to of-
fer environments in which participants enjoy conversations, which allow
them to share one another’s background and profile visually.

We believe that the following three functions are important: (1) show-
ing topics based on participants’ profiles and cultural background; (2)
life-sized, large-screen interface; and, (3) displaying objects which show
feelings of identify. In this paper, we discuss the implementation and the
empirical evaluation of two systems that were designed to support cross-
cultural communication in the real world or between remote locations.

From the empirical evaluation of these systems, we conclude that these
systems add new functionality to support conversation contents, which
may be especially useful in a cross-cultural context where language skills
are an issue, and this type of environment may be especially useful in a
pre-collaboration context.
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§1 Introduction
Various electronic communication support systems have been studied

and developed for supporting collaborations in companies or research activities.
The computational aspect of such systems, e.g., system performance, as well
as their impact in business offices or laboratories have been discussed exten-
sively (for example, in the groupware research area, this aspect is considered
well14)). However, the cultural aspect, especially in cases where people from
heterogeneous cultures interact with each other, and aspects of the process of
interpersonal understanding or socialization between co-workers before the ac-
tual task, have not been thoroughly examined. The number of the Internet
users in East Asia is expected to increase to 300 millions. The Internet brings
about great number of cross-cultural communications. This is, especially true
in Japan, where many companies advance abroad and many foreign companies
enter domestic markets. Therefore, opportunities for international collabora-
tion and cross-cultural communication among people from heterogeneous cul-
tures (e.g., manufacturers which have subsidiaries from different countries doing
research and working locally, and research communities at international con-
ferences) increase. Thus, it becomes more important and interesting to con-
sider these aspects of electronic communication support. However, there are
few Human-Computer Interaction researches in this area. In these situations,
cross-cultural differences must be addressed to enable satisfactory communica-
tion and community-formation. We are studying this kind of communication or
community-formation, named communityware or community computing6)7). This
approach focuses on informal communication and socialization, which are ear-
lier stages of collaboration; while groupware focuses on the collaboration itself.
As internationalization in companies or research activities spreads, supporting
cross-cultural communication is getting a larger research area in community
computing.

There are five factors in community computing7):
• Knowing each other
• Sharing preference and knowledge
• Generating consensus
• Supporting everyday life
• Assisting social events

Supporting socialization encourages people to know each other in five factors of
community computing.
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The research described in this paper adopts the theoretical framework of
community computing and extends it into supporting cross-cultural communica-
tion. The common concept of this research is “providing an environment which
presents shared information or topics to people in the same space and from
heterogeneous cultures.” Usual community-computing systems provide virtual
spaces or interests among users. However, there are few trials which provide
both of them.

By implementing the two systems, we aimed to provide the following
two supports for users:

1. Support of mutual understandings by providing shared contents
2. Support of a mode of communication nearer to face-to-face communi-

cation

To support cross-cultural communication, we believe it is necessary to
provide environments in which participants enjoy conversations that allow them
to share one another’s background and profile visually. To satisfy both of these
conditions, we propose systems with large screens that can display information
shared by many participants.

This paper describes the design and implementation of two different
systems which deal with cross-cultural communication both in the real world
and in remote locations, and describes the evaluation of these systems through
experimental use of the systems.

Section 2 describes the general features of a communication environ-
ment with a large screen. Section 3 describes the design, implementation, and
evaluation of Silhouettell15)16), which supports cross-cultural communication in
the real world, and Section 4 describes Networked Silhouettell, which supports
cross-cultural communications between both local and remote places.

§2 Supporting Communication with a Large
Screen

There are three general concepts to design communication tools5). They
are also needed to design tools for supporting cross-cultural communication.

• Conversational common ground
Conversational common ground is a process by which conversation part-
ners create a shared awareness of what knowledge and assumptions they
have in common.
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• Nonverbal cues in social interaction
Nonverbal cues are signals, which are not in words, that express the emo-
tions of a person, the general qualities such as personalities, the attitude
a person has toward the topic other people are speaking, the attitude
toward the listener, the relationship with the listener, and so on.

• Situation and role expectations in social interactions
Characteristics of a situation help people understand its social context,
which then helps them determine which actions and roles are relevant and
appropriate.
The systems described in this paper enable the concepts above by incor-

porating the following features:
• Showing shared information based on participants’ profiles and cultural

background. (common ground)
• A life-sized interface with a large screen. (situation expectations as well

as nonverbal cues)
• Displaying participants in the conversation using real images or shadows.

(nonverbal cues as well as common ground)
In the next three sections, we will discuss each of these features, and in

Section 2.4, we will compare two systems proposed in Section 3 and Section 4.

2.1 Showing Shared Information
A common feature shared by most of the current communication systems

(including community computing systems12)19)) supports conversation by pro-
viding a virtual conference room, either on a desktop monitor or a large screen.
Desktop systems, such as CU-SeeMe3) typically create a conference room by dis-
playing all participants on the screen. FreeWalk12) also provides a 3-D virtual
space for casual meetings. Large screen systems, such as MAJIC14), connect two
or more locations to create conference rooms shared by people who are in the
remote locations.

Unlike the systems mentioned above, the two systems described in this
paper focus on supporting conversation contents. There are two approaches
to support them. One is a method to enable users to understand one another
directly, using tools such as interpretation. The other is, as we propose, a method
to tell “who he∗1 is” by presenting the user’s information. These systems provide

∗1 “He,” “his,” and “him” should be read as “he or she,” “his or her,” and “him or her”
throughout this paper respectively.
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additional information about cultural characteristics or differences of users to
their conversation partners as shared information, projecting topics related to
them on-screen. In particular, it is important to consider the following two
effects due to share information related to users:

1. The increase of interaction by knowing common information
At the early stage of communication, people begin conversations by
finding their (many kinds of) common interests. It is more difficult
to find cues in cross-cultural communication than in communication
among people from the same culture. Thus, showing shared informa-
tion is important in order to promote their communication.

2. The decrease of misunderstanding by recognizing differences among
people
In an international project including companies or research organiza-
tions from countries, people who do not know each other collaborate
at the same place or from remote places. In such situations, troubles
due to misunderstanding about their features or differences easily hap-
pen. Thus, it is important to tell their differences, especially cultural
differences, in advance.

2.2 Large-sized Interface with a Large Screen

Using a large screen is more effective for supporting cultural communi-
cations than using a CRT monitor for the following reasons:

• Users can move more freely in a wider space
If the system has a small display, users must use it in a correspondingly
narrow physical space. A large screen allows users to play more freely
with the system in a wider sphere, without worrying about where they
are in relation to the screen.

• Users can be projected life-sized
A life-sized, large projection space allows us to display information of
users on the screen in front of each user. Providing information related
to each user’s position in the real world is more natural than providing
information at one location on the screen, as with a traditional desktop
interface. In a large-screen environment, each user can see all participants’
information at a glance.

• Shared viewing is easier
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A large screen is especially appropriate for shared viewing, because all
the participants can easily see the information on the screen. People who
are far away from the screen can also see what is going on, which may
draw them into joining the conversation.

• Transmitting nonverbal information is easier
In meetings between remote locations, especially those that require cross-
cultural communication, transmitting nonverbal information such as fa-
cial expressions or gestures is important. A large-screen system can make
gestures and expressions more legible to everyone who is interacting, and
create a more effective nonverbal communication.

In recent years, systems which provide people with information using some of
above features have been developed. For example, the Campiello Project4) is
aimed at supporting interpersonal interactions using a shared large screen.

2.3 Displaying Participants as Real Images and Shadows
In communication systems supporting meetings between remote loca-

tions, it is customary to project both conversation partners’ images on the screen.
It is clear that showing real images of corresponding participants is useful in this
case. We believe that it is also effective to show representations of users in local
interactions, in order to attract them to use the system. The implementation
form is decided according to the location which a system supports. In the sys-
tems discussed in this paper, the following two display methods are used to
attract and engage participants.

• Local (face-to-face) system (Sillhouettell): displaying a shadow corre-
sponding to each local participant on the screen in front of him.

• Remote (over-network) system (Networked Silhouettell): displaying only
real images of all remote participants on the screen. Local participants
see transparent shadows of themselves projected into the same space as
remote participants.

A shadow in Silhouettell is a black shadow or silhouette, and a shadow in Net-
worked Silhouetell is a transparent mirror image instead of a black shadow.

We consider that a user representation which is linked to his information
is needed. Moreover, only one clear face (which means his “identity”) is needed
per participant. A shared information is shown on the corresponding user’s
real image. In the local environment, we can not show the information on
the user. Therefore, we use his shadow which is natural representation on the
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real life, and the information is presented on the screen with the shadow. On
the other hand, in the over-network environment, the information of a user is
directly presented on the real video image of him. The implementation of the
representation depends on the environment in which the system will be used.

We believe that for local interaction, it is easier for users to understand
the use of shadows compared to other representation systems. Chatting systems
often use avatars or icons. When using avatars or icons in a real world, how-
ever, users may not be able to map which icon relates to themselves and which
to their partner—the avatars become a cumbersome additional identity. How-
ever, a shadow is a naturally co-present representation of oneself in a physical
interaction. Thus, the correspondence between a participant and his shadow is
much more natural and intuitive in a local interface. We could of course also
simply display mirrored video of all participants. However, users might be un-
comfortable about having all other participants “looking” at them all the time.
A shadow is more subtle and natural, and does not duplicate the face-to-face
interaction already taking place.

In the case of the over-network environment, a black shadow causes the
problem that a person cannot see his partner because of overlapping when he
stands in front of the partner. Therefore, we decide to use a transparent mirror
image instead of a black shadow.

2.4 Silhouettell and Networked Silhouettell

We implemented two systems based on the above common concepts,
named Silhouettell and Networked Silhouettell. The two systems are different
systems which aim at the same purpose.

There are several differences among these systems.
• Location

While Silhouettell supports only local communications, Networked Sil-
houettell supports both local and remote communications.

• Shared information
Silhouettell uses web pages including common topics for shared informa-
tion among users. Networked Silhouettell uses users’ cultural experience.
In designing our two systems, we decided each content on the large screen
based on two aspects described in Section 2.1. That is, we used common
topics in Silhouettell because we believe a common topic is the most
fundamental factor in community. In Networked Silhouettell, we tried
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to decrease misunderstandings by showing each user’s backgrounds and
differences among users.

• Representation of shadow
We implemented a shadow as a black silhouette in Silhouettell, and as a
transparent image in Networked Silhouettell. The detailed description is
shown in Section 2.3.

• Selecting on-screen information
In Networked Silhouettell, the selecting operation for on-screen informa-
tion is supported, while this operation is not supported in Silhouettell.
The comparison of these two systems is shown in Table 1.

Table 1 Comparison between Silhouettell and Networked Silhouettell

Silhouettell Networked Silhouettell

Locations of users local (face-to-face) remote (over network)

Representation
black shadows of all

the participants

transparent images for the
local users and video

images for others

Shared information
web pages including

common topics
each user’s

cultural experience

Selection of information not supported supported

In the next two sections, we try to confirm the effects from these points
of view empirically through these systems.

§3 Supporting Cross-Cultural Communication
in the Real World

This section describes Silhouettell15)16), a system that finds topics com-
mon to conversation participants, and displays web pages related to those topics
on the large screen along with the participants’ shadows. The system provides
awareness support, which augments the real world, to enable users to become
aware of other users who have common interests and to make communities.

3.1 Design of Silhouettell
We believe that the following features are important for supporting and

augmenting real-world communication:
Silhouettell uses a large screen to display users, their profiles and com-

mon interests. Figure 1(a) shows the concept of Silhouettell, and Figure 1(b)
shows Silhouettell in use.
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USER 1
A Univ.
Softball

USER 2
B Univ.
Softball

Presented Topic

User’s Shadow

User’s Profile

USER 1

USER 2

(a) Concept (b) Actual Use

Fig. 1 Silhouettell

Silhouettell displays the shadows of the participants as objects on the
screen with their profiles above their shadows so that they can identify one
another. The system also enriches encounters and encourages conversation by
presenting web pages as common topics. The connection lines between each
topic and the shadows show groups interested in the same topic.

3.2 Implementation of Silhouettell

Figure 2 shows the system configuration of Silhouettell. It consists of
two computers, an SGI ONYX and an SGI INDY, connected via Ethernet. The
ONYX is connected to a large graphics screen. The INDY is connected to the
output of a video camera.

Images from the video camera are processed by the Video Process in the
INDY, and the results are sent to the Main Process in the ONYX. The Main
Process generates the screen image from the profile stored in the Profile File,
web pages, and the data from the Video Process.

The system works as follows. It generates the shadow of a user by com-
paring the current image to the background image, and distinguishes participants
using their clothing color. It averages the value of the pixels corresponding to
the user’s chest area and identifies the participants by the stored values (they are
input at first use). The system also uses each user’s movement computed from
two continuous frames. The use of both color and location reduces misidentifica-
tion∗2. When a user is recognized, the system reads his profile (name, birthplace,

∗2 Though we used this method for the experimental prototype system, it is not sufficient for
real-world applications (for example, if people change clothes, the system does not work
well). We think that some kind of tag-based small device, such as Active Badge system1)

or Meme tags2), would be useful for more robust user-recognition in future versions.
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World
  Wide
    Web

INDY

ONYX
USER 1
Kyoto Univ.
Skiing

USER 2
Kyoto Univ.
Tennis

Video Camera

 Profile
  File

Human Media
Experiment
Room

 Main
Process

 Video
Process

USER 1

USER 2

Large Graphics Screen

WWW Page

User Information

Image Data

Fig. 2 Silhouettell system configuration

and interests), which is registered in advance.
We use web pages for various topics. If there are common keywords

among several users (they are found by string matching), the system searches
web pages for selected keywords and displays the resulting pages between corre-
sponding users on the screen (The system first searches pages registered by the
system manager in advance and next searches using a general search engine). In
addition, the system changes the size of the topic display windows to reflect the
physical distance between users. When they are far from each other, the topic
windows are quite small in size. As they approach each other, the topic windows
increase in size. This is to encourage users to approach each other with the idea
of confirming the topics listed.
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3.3 Experimental Evaluation of Silhouettell

We observed actual use of Silhouettell by people from various countries.
This section describes the experiment and our observations and analysis about
what happened.

Thirteen people participated in our experiment: eight from Japan and
five from the United States, Canada, and France. One of them was an industry
researcher, and the rest were graduate and undergraduate students. Seven of the
Japanese did not have much experience in English conversation. In each session,
two persons talked to each other for fifteen minutes with the scenario that they
were students of the same department of a university. We paired up the partici-
pants in advance (some participants were involved in more than one experiment
condition) and prepared common topics (about sports, music, food, and books)
for each pair from pre-test questionnaires. We used two to three web pages to
represent a single common topic for each pair for the experiment. We also used
each participant’s own web page as a topic if he had one. Name, birthplace, and
the chosen common topic were used as the user’s on-screen profile.

We obtained the following feedback from the questionnaire administered
after the experiment. The items reported here were rated on a seven-point scale
by twelve of the thirteen participants (Figure 3).

3 4 5 6 7

3 4 5 6 7

Japanese

the others

total

Relation between talked topics
and presented topics

Conversation smoothness
with the system

Fig. 3 Questionnaire about using Silhouettell (7 highest, 1 lowest ranking)

From Figure 3, we found:
• Almost all users answered that they could talk smoothly.
• There is a difference between topics that users actually talked about and

topics that the system presented. While Japanese users related their own
topics to on-screen topics, the others did not do so.
We also observed and analyzed the video record of all conversations
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to help us understand when and how differently Silhouettell might be used in
cross-cultural encounters.

The following examples were collected from the video logs:
• At the beginning of the conversation, both users checked their partners’

profile using the screen. Both participants always faced the screen and
did not turn to face each other (two users from Japan).

• Conversations related to the screen contents occurred first, and the pair
later extended it to include various other topics (two users from Japan).

• Participants who could hardly communicate (mainly due to language
problems) sometimes talked only about the profile and the web pages
shown by the system. In such cases, the pair faced the screen and talked
with each other with their face to their partner and frequently turning
their face back to the screen. However, when they talked about a topic
for a long time, their bodies would also turn toward each other (observed
in a pair from Japan and the United States, and a pair from Japan and
France).
In every case where a person’s own home page appeared on-screen, there

was a strong positive reaction from the individual user, and conversation about
the page ensued. Moreover, users moved around in many cases.

Through these investigations, we confirmed the following features of
cross-cultural communication in the Silhouettell environment.

• Information directly related to participants, such as their own home
pages, plays a helpful role in initiating conversation.

• On-screen topics are frequently referred when there is a language bar-
rier between conversation partners. We think this is because using the
displayed information as a topic allows them to concentrate on talking
itself, instead of having to do the additional work of starting new and
appropriate topics.

• We could not find the apparent effect of shadows.
Based on our observations and short questionnaire to participants, areas

for future work include:
• Expanding the range of what is displayed on-screen to include general

topics such as news to help expand conversation support.
• Allowing users to give feedback to the system about what is displayed

during conversations.
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§4 Supporting Cross-Cultural Communication
between Remote Locations

In this section, we describe a system called Networked Silhouettell.
The video technology used in Networked Silhouettell is similar to what

is used in other meeting systems3)18). However, we use a large-screen environ-
ment, which makes nonverbal information such as eye gaze and expression, facial
expression, and gestures easier to read. Also, the life-size representation of the
participants helps to mitigate the demonstrated effects of screen size on percep-
tion of one’s conversation partner17).

There are other large-screen communication environments that have re-
cently been developed. For example, MAJIC14) is aimed at supporting gaze
awareness, which is useful and important, but users need special equipment,
and the system cannot really be used by many people at once. HyperMirror10) is
another large-screen communication system that projects both local and remote
users onto the same screen using video transmitted with chroma key. Networked
Silhouettell uses HyperMirror-like display technology, but also augments the
display with information about users’ cultural backgrounds.

Below, we will describe the design and implementation of Networked
Silhouettell, and we will also describe the results of experimental use of the
system by students from Japan and the United States.

4.1 Design of Networked Silhouettell

Figure 4(a) shows the concept of Networked Silhouettell, and Figure 4(b)
shows on-screen image of the system in use. Figure 5 is an example of actual
use.

The key features of the system, shared view and cross-cultural experience
information, will be discussed in the next two sections:

• Shared View
In the Networked Silhouettell system, the images of remote users are
displayed on a large screen, and the images of local users are overlapped
on the same screen as transparent mirror images.
This style of representation in the communication environment has the
following benefits. Since participants from both places are mapped onto
the same screen, they can have a greater sense of sharing an environment
compared to users of traditional, multiple-box video conference displays,
and they can indicate with their gestures what they are referring to on
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User A (local)

User B (remote)

user A
Japanese

user B

B’s
Background Image

B’s
Background Image

Cultural Background Information

Topic Selection
Icon

American

User A’s
Shadow

User B’s
Real Image

Overlapped Shadow

Cultural Background Information

Real Image

Topic Selection Icon

(a) Concept (b) On-screen Image

Fig. 4 Networked Silhouettell

Fig. 5 Actual use of Networked Silhouettell

the screen. Particularly in cross-cultural communications where verbal
communication may be difficult, nonverbal information is an important
component for a successful conversation. The life-sized display helps make
nonverbal cues more legible, enhancing that aspect of communication.
HyperMirror also uses the same kind of displaying technologies. How-
ever, it suffers from a problem due to its implementation—sometimes a
person cannot see his partner because of overlapping when he stands in
front of the partner. Using Networked Silhouettell, on the other hand,
participants can still see the behavior of their partners even when he is
in front of them, because their own image is transparent.

• Cross-Cultural Experience Information
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Users of Networked Silhouettell can more easily develop a rapport with
their conversation partner, by looking at or touching information about
his background that is readily available on-screen. We display the follow-
ing three kinds of information about each user’s cultural background:

Language knowledge This includes language training and confidence
in the partner’s native language as well as any other foreign language
(e.g., How many years have you studied the language? How confident are
you about your speaking ability?).
Culture literacy and experience This includes any experience in
living in any other culture and warmth toward and/or understanding of
that culture’s ways (e.g., How long were you immersed the culture?).
Culture affinity and ties This includes information about friends
from other cultures, and other ties to the culture (e.g., How many friends
from these other countries do you have?).

All information were entered by each user using a web form before they
started using the system.
The cultural information is shown on-screen arrayed around the corre-
sponding participant both in the participant’s native language and in his
partners’ language, and each person’s information is displayed by a char-
acteristic color. Thus, all participants can easily map information to users
based on location as well as color.
Each item is selected by gesturing at the screen with a special device,
which is a plate which can be simply recognized by colors∗3. At first,
each item in a given category is shown as a title (Figure 6(a)). When
a user selects an item, its more detailed version appears (Figure 6(b)).
By observing changes in the display, a participant can understand what
the other participant finds interesting about their background. For exam-
ple, a participant who sees Figure 7 easily understands that the remote
participant is trying to change the kind of information displayed on the
screen.

4.2 Implementation of Networked Silhouettell

This section describes the implementation of the Networked Silhouettell
system. Figure 8 shows the system configuration.

∗3 This device should be changed to some more robust devices in general applications.
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Title 2

Title 3

Title 1
Title 2

Title 3

Detailed
Information 1

(a) Selecting a title (b) The detailed information appears
Fig. 6 Contents selection

Fig. 7 Changing the kind of information on the screen

The system works as follows. In a client machine, the Video Process
sends the input images to the other client, and draws the image from the other
client and the local client on the screen. The image from the other client is
displayed as it is. In the case of the local image, the system detects the difference
of the image from the background image recorded in advance, cuts it out, creates
a mirrored image, makes it transparent, and overlays it on the screen. The Voice
Process simply sends the input voice and outputs the voice from the other client.
As for the server machine, the Server Process gets users’ information from the
Cultural Background Data File, and sends it to each client. It also synchronizes
on-screen contents of both clients with Video Processes.

The Cultural-Background-Data Processing Component semi-automati-
cally converts each user’s cultural information which is obtained from the web-
based form into the data of the system, where some items are manually con-
verted. The contents are displayed in both Japanese and English. Each piece
of information is shown near the corresponding participant. The location and
contents are sent to the server first, collected, then sent to both clients.

When a user wants to select a kind of cultural information or a specific
piece of information, he uses a pointing device. In this implementation, the user
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Server
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Video Data
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Audio
Output

Speaker

Audio
Input

Video
Output

Video
Input

CCD Camera

Fig. 8 System configuration

holds up a flat plate of a particular color, and the system detects its location
using the input image from a CCD camera. If the detected point is at the
same place on the screen as an icon, the system changes the kind of cultural
information displayed. In the same way, if the point is in the same location as a
particular piece of information, the system pops up the detailed information for
that item.

As for user identification, we did not use any special technique of user
identification but used a simple method in which a user selects his own name in
the user menu, because we assumed one-to-one experimental use in this imple-
mentation.

The client and the server run on Silicon Graphics O2.

4.3 Experimental Evaluation of Networked Silhouettell

We evaluated the system by observing actual conversations among un-
dergraduate students from Japan and the United States.

Method Seven pairs of students participated. Each pair consisted of a student
from Japan and a student from the United States. The students from Japan had
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all been to other countries or studied conversation in English. The students from
the United States were taking classes in Japan and had studied Japanese for a
few months. We had participants enter cultural information using a web form,
before the experiment began. Since the Networked Silhouettell system is a tool
for supporting the users knowing each other, we also instructed them to do a
task together after using the Networked Silhouettell system for evaluating the
system. The participants were told that their task was to work together to make
a mini-guide to their own university for students from their partner’s university,
and that they were to use the Networked Silhouettell system for twenty minutes
before the task∗4.

Result We obtained the following opinions from the questionnaire adminis-
tered after the experiment. The items reported here were rated on an eight-point
scale by eight or more of the fourteen participants (Figure 9).

3 4 5 6 7 8

3 4 5 6 7 8

Japanese

American

total

useful

entertaining

secure

safe

pleasant

trustworthy

enjoyable

Fig. 9 Questionnaire Evaluation of Networked Silhouettell (8 highest, 1 lowest ranking)

• Impressions of the conversation partner and the Networked Silhouettell
system
The conversation partner was rated ‘trustworthy,’ and the system was
rated ‘pleasant,’ ‘safe,’ ‘secure,’ and ‘entertaining.’
There were also some positive comments, “bilingual information was easy
to use,” “I can easily know my partner’s feeling with gesture,” and “trans-
parent display is easy to use.” As an interesting comment, a user wrote

∗4 The time twenty minutes is not so long for introducing themselves.
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that this interface would be more appropriate for n-to-n communication
than 1-to-1 communication.

• Comparison between Japanese and American
In almost all items, Japanese students answered more positively than
American students. We think it is because Japanese students had less
experience of cross-cultural communications than American students.
We also observed the video log of this experiment.
The typical flow of conversation with the Networked Silhouettell system

was as follows. First, participants talked about their own affiliations. They
enjoyed talking about each others’ birthplaces and travel experiences to each
others’ countries. Then, topics about the current environment where the partic-
ipants lived (living, part-time job, and so on) began.

The following patterns were also observed in use of the cultural infor-
mation.

• First, a participant read all of the information on the screen. Once the
conversation began, however, he concentrated only on speaking.

• A participant talked while staring at the information.
In both cases, there were not any cases in which a participant related the infor-
mation to the conversation topic directly. We did observe that sometimes, once
a participant began to change the contents on the screen, the other participant
would also begin to do so. As to the use of gestures, some were observed. For ex-
ample, an American student showed three fingers to his Japanese partner while
speaking, when the partner could not hear his sentence ‘Are you in your third
degree?’ Interestingly, there were some bilingual conversations in which par-
ticipants each spoke the other’s language (the Japanese student spoke English,
while the American student spoke Japanese).

For the system performance, since the system has a problem of image
latency (0.6 second) due to system resolution and machine speed, there were
complaints about system performance.

Through the whole experiment, we confirmed the following features of
cross-cultural communication in the Networked Silhouettell environment.

• The non-native users (Japanese) in conversation rated the system more
positively.

• Users use gestures in this environment without any special attention to
the system.

• The transparent shadow is helpful for the users to understand the pointing



20 Masayuki OKAMOTO et al.

function, while we could not find the apparent effect of the feeling of
existence.

§5 Discussion
In this paper, we have described factors needed to support cross-cultural

socialization, both in the real world and between remote locations, and discussed
the design, implementation, and evaluation of two systems designed to support
this kind of socialization.

From the actual use of two systems, we empirically confirmed the fol-
lowing effects of the systems:

Shared information On-screen common topics are frequently referred when
there is a language barrier. That is, users who do not have much experience of
cross-cultural communication or is not non-native frequently referred common
topics. The apparent effects of cultural backgrounds are not found.

Large-sized interface Each user’s movement and gestures were done without
any special attention to the systems. Therefore, when we develop a system which
aims at a natural mode of communication, the nonverbal functionalities should
be designed to be enable without any operation as verbal functionalities, e.g.,
the voice communication.

Displaying shadows We believe shadow is useful to handle information on-
screen. In the experiment of Networked Silhouettell, we got opinions that the
shadow is helpful in using the pointing devices. We could not find out whether
this interface provides the feeling of existence or effects in identifying users.

We also confirmed the importance of response speed in an interactive
system. There was no feedback about image latency from users of Silhouet-
tell, which does not incorporate user feedback into the display. However, there
were many complaints about image latency from users of Networked Silhouet-
tell, which allows users to make changes on-screen with a pointing device. Thus,
latency seems like a larger problem in a system which incorporates user feedback.

We could not find some effects, i.e., the effects of cultural backgrounds,
the feeling of existence or effects from shadows. We think it is because the
systems are not task-oriented and the conversations in each experiment includes
only two persons. We have to consider these points in future works.
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§6 Conclusion
In this paper, we discussed the importance of tools to support early

socialization in cross-cultural collaboration. We proposed two support systems,
which present shared information based on each participant’s profile and cultural
background by both using a life-sized interface with a large screen and represent-
ing participants in intuitive and natural ways on-screen during the interaction.
We also discussed experimental evaluation of both systems.

Silhouettell is a system which supports real-world communications by
presenting web pages related to common interests of participants located in the
same place. The system shows shadows on a large screen, which attract partic-
ipants and displays common topic web pages based on users’ profiles. Through
observations of the actual use of the system, we found that (1) information
directly related to participants is referred in initiating conversation, and (2)
participants frequently refer to the contents on the screen in a situation whereby
it is hard to communicate to each other because of difference in participants’
native language.

Networked Silhouettell is a remote communication tool, which gives par-
ticipants a sense of a shared environment by displaying them on the same screen.
It encourages understanding among users by showing each user’s cultural expe-
rience and background information on-screen. A participant can select and ex-
amine detailed information about his partner’s background using gestures with
a pointing device. We found out that (1) The non-native users used the system
more positively, and (2) the transparent shadow is helpful with the pointing
function.

As a result of both studies, we empirically confirmed that: shared in-
formation is referred in situations where it is hard to communicate because of
differences in the participants’ native language; and users use movement and
gestures naturally in the large-sized interface.

There are also several projects or systems supporting collaboration or
communication among users.

AIDE9) and CoMeMo-Community13) promotes discussion or knowledge
sharing by structuring or visualizing each user’s topics or knowledge; while our
systems provide cues to know each other by showing each user’s profile or inter-
ests, which is described in section 2.1.

HyperDialog11) as well as Silhouettell supports face-to-face communica-
tions. However, there are differences in the supporting methods. HyperDialog
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uses mobile agents whereby information is managed in each user’s mobile com-
puter and is displayed personally. Silhouettell displays and shares all information
on the large screen, so that all users have a feeling of sharing information to-
gether. These approaches are not in opposition to each other. It is an interesting
approach to combine them, i.e., we can use mobile computers for handling pri-
vate information and a large screen for handling shared or public information.

Let’s browse8) shares the same purposes with Silhouettell. There are,
however, some differences between them. Silhouettell uses profiles entered by
users in advance, while Let’s browse extracts profiles from users’ own web pages.
The biggest difference is the handling of multi-user movement. Silhouettell al-
lows users to move freely in conversations, and each shared web page related to
users follows corresponding users.
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